Classification algorithm defines set of rules to identify a category or group for an observation. There is various classification algorithm available like Logistic Regression, LDA, QDA, Random Forest, SVM etc. Here I am going to discuss Logistic regression, LDA, and QDA. The classification model is evaluated by confusion matrix. This matrix is represented by a table of Predicted True/False value with Actual True/False Value. The confusion matrix is shown as below. This list down the TRUE/FALSE for Predicted and Actual Value in a 2X2 table.
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From the above table, prediction result is correct for TP and TN and prediction fails for FN and FP. Following terms are defined for confusion matrix:

True Positive Rate = TP / ( TP+FN ) – Defines proportion of TRUE (Actual=TRUE) observations that are predicted ( predicted as TRUE ) correctly.  
True Negative Rate = TN / ( TN+FP ) – Defines proportion of FALSE ( Actual=FALSE ) observations that are predicted ( predicted as FALSE ) correctly.  
Accuracy = TP+TN / (TP+TN+FP+FN) – Defines overall correct prediction result.

**Classification Algorithm (Logistic regression, LDA & QDA)**

**Logistic Regression**  
Logistic Regression is an extension of linear regression to predict qualitative response for an observation. It defines the probability of an observation belonging to a category or group. Logistics regression is generally used for binomial classification but it can be used for multiple classifications as well.  
Following is the equation for linear regression for simple and multiple regression.

Y = β0 + β1 X + ε ( for simple regression )  
Y = β0 + β1 X1 + β2 X2+ β3 X3 + …. + βp Xp + ε (for multiple regression )

Linear Regression works for continuous data, so Y value will extend beyond [0,1] range. As the output of logistic regression is probability, response variable should be in the range [0,1]. To solve this restriction, the Sigmoid function is used over Linear regression to make the equation work as Logistic Regression as shown below.
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The above probability function can be derived as function of LOG (Log Odds to be more specific) as below. From the equation it is evident that Log odd is linearly related to input X. The Log Odd equation helps in better intuition of what will happen for a unit change in input (X1, X2…, Xp) value. For example – a change in one unit of predictor X1, and keeping all other predictor constant, will cause the change in the Log Odds of probability by β1 (Associated co-efficient of X1)

[![](data:image/png;base64,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)](https://i1.wp.com/datascienceplus.com/wp-content/uploads/2018/01/v4.png?ssl=1)

**Bayes Theorem, LDA (Linear Discriminant Analysis) & QDA (Quadratic Discriminant Analysis )**

LDA and QDA algorithms are based on Bayes theorem and are different in their approach for classification from the Logistic Regression. In Logistic regression, it is possible to directly get the probability of an observation for a class (Y=k) for a particular observation (X=x). LDA and QDA algorithm is based on Bayes theorem and classification of an observation is done in following two steps.

Identify the distribution for input X for each of the class (or groups ex Y=k1, k2, k3 etc )  
Flip the distribution using Bayes theorem to calculate the probability Pr(Y=k|X=x)

Mathematically the equation as follows:  
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The above equation has following terms:

Pr⁡(Y=k|X=x) – Probability that an observation belongs to response class Y=k, provided X=x.  
Pr(X=x|Y=k) – Probability of X=x, for a particular response class Y=k.

The distribution of X=x needs to be calculated from the historical data for every response class Y=k. In LDA algorithm, the distribution is assumed to be Gaussian and exact distribution is plotted by calculating the mean and variance from the historical data.

Pr(Y=k) – a Prior probability that an observation is of particular class Y=k.  
∑(Pr⁡(X=x|Y=p)\*Pr⁡(Y=p)) – Sum of probability that an observation is of type X=x for all classes of Y.

In simple terms, if we need to identify a Disease (D1, D2,…, Dn) based on a set of symptoms (S1, S2,…, Sp) then from historical data, we need to identify the distribution of symptoms (S1, S2, .. Sp) for each of the disease ( D1, D2,…,Dn) and then using Bayes theorem it is possible to find the probability of the disease(say for D=D1) from the distribution of the symptom.

LDA (Linear Discriminant Analysis) is used when a linear boundary is required between classifiers and QDA (Quadratic Discriminant Analysis) is used to find a non-linear boundary between classifiers. LDA and QDA work better when the response classes are separable and distribution of X=x for all class is normal. The more the classes are separable and the more the distribution is normal, the better will be the classification result for LDA and QDA.

**Following are the assumption required for LDA and QDA:**  
LDA Assumption:

Common covariance across all response classes σ2 ( for ex σk1 = σk2 = σk3 for k1, k2 , k3 response classes )  
Distribution of observation in each of the response classes is normal with a class-specific mean (µk) and common covariance σ.

QDA Assumption:

Different covariance for each of the response classes. For ex – σk1, σk2, σk3 for response class k1, k2, k3 etc.  
Distribution of observation in each of the response class is normal with a class-specific mean (µk) and class-specific covariance (σk2).

**R Implementation**

I will use the famous ‘Titanic Dataset’ available at Kaggle to compare the results for Logistic Regression, LDA and QDA.

**Get the data and find the summary and dimension of the data**

As a first step, we will check the summary and data-type. From the below summary we can summarize the following:

Dataset has 891 rows and 12 columns.  
Out of the 12 columns, we can remove PassengerId, Name and Ticket based on the UniqueValue dump from the dataset. The dump shows that the three features are mostly unique for passengers.  
There is huge number of NA value for ‘Age’ (Almost 19.8 %, 177 out of 891) and so we can’t remove these rows. We will have a mechanism to replace the missing value for ‘Age’.  
‘Cabin’ has huge number of missing value (687 out of 891) and so it will be better to not use this feature.

library(MASS)

library(ggplot2)

titanicDS = read.csv("train.csv")

dim(titanicDS)

*[1] 891 12*

str(titanicDS)

*'data.frame': 891 obs. of 12 variables:*

*$ PassengerId: int 1 2 3 4 5 6 7 8 9 10 ...*

*$ Survived : int 0 1 1 1 0 0 0 0 1 1 ...*

*$ Pclass : int 3 1 3 1 3 3 1 3 3 2 ...*

*$ Name : Factor w/ 891 levels "Abbing, Mr. Anthony",..: 109 191 358 277 16 559 520 629 417 581 ...*

*$ Sex : Factor w/ 2 levels "female","male": 2 1 1 1 2 2 2 2 1 1 ...*

*$ Age : num 22 38 26 35 35 NA 54 2 27 14 ...*

*$ SibSp : int 1 1 0 1 0 0 0 3 0 1 ...*

*$ Parch : int 0 0 0 0 0 0 0 1 2 0 ...*

*$ Ticket : Factor w/ 681 levels "110152","110413",..: 524 597 670 50 473 276 86 396 345 133 ...*

*$ Fare : num 7.25 71.28 7.92 53.1 8.05 ...*

*$ Cabin : Factor w/ 148 levels "","A10","A14",..: 1 83 1 57 1 1 131 1 1 1 ...*

*$ Embarked : Factor w/ 4 levels "","C","Q","S": 4 2 4 4 4 3 4 4 4 2 ...*

summary(titanicDS)

*PassengerId Survived Pclass Name*

*Min. : 1.0 Min. :0.0000 Min. :1.000 Abbing, Mr. Anthony : 1*

*1st Qu.:223.5 1st Qu.:0.0000 1st Qu.:2.000 Abbott, Mr. Rossmore Edward : 1*

*Median :446.0 Median :0.0000 Median :3.000 Abbott, Mrs. Stanton (Rosa Hunt) : 1*

*Mean :446.0 Mean :0.3838 Mean :2.309 Abelson, Mr. Samuel : 1*

*3rd Qu.:668.5 3rd Qu.:1.0000 3rd Qu.:3.000 Abelson, Mrs. Samuel (Hannah Wizosky): 1*

*Max. :891.0 Max. :1.0000 Max. :3.000 Adahl, Mr. Mauritz Nils Martin : 1*

*(Other) :885*

*Sex Age SibSp Parch Ticket Fare*

*female:314 Min. : 0.42 Min. :0.000 Min. :0.0000 1601 : 7 Min. : 0.00*

*male :577 1st Qu.:20.12 1st Qu.:0.000 1st Qu.:0.0000 347082 : 7 1st Qu.: 7.91*

*Median :28.00 Median :0.000 Median :0.0000 CA. 2343: 7 Median : 14.45*

*Mean :29.70 Mean :0.523 Mean :0.3816 3101295 : 6 Mean : 32.20*

*3rd Qu.:38.00 3rd Qu.:1.000 3rd Qu.:0.0000 347088 : 6 3rd Qu.: 31.00*

*Max. :80.00 Max. :8.000 Max. :6.0000 CA 2144 : 6 Max. :512.33*

*NA's :177 (Other) :852*

*Cabin Embarked*

*:687 : 2*

*B96 B98 : 4 C:168*

*C23 C25 C27: 4 Q: 77*

*G6 : 4 S:644*

*C22 C26 : 3*

*D : 3*

*(Other) :186*

attach(titanicDS)

UniqueValue = function (x) {length(unique(x)) }

apply(titanicDS, 2, UniqueValue)

*PassengerId Survived Pclass Name Sex Age SibSp*

*891 2 3 891 2 89 7*

*Parch Ticket Fare Cabin Embarked*

*7 681 248 148 4*

NaValue = function (x) {sum(is.na(x)) }

apply(titanicDS, 2, NaValue)

*PassengerId Survived Pclass Name Sex Age SibSp*

*0 0 0 0 0 177 0*

*Parch Ticket Fare Cabin Embarked*

*0 0 0 0 0*

BlankValue = function (x) {sum(x=="") }

apply(titanicDS, 2, BlankValue)

*PassengerId Survived Pclass Name Sex Age SibSp*

*0 0 0 0 0 NA 0*

*Parch Ticket Fare Cabin Embarked*

*0 0 0 687 2*

MissPercentage = function (x) {100 \* sum (is.na(x)) / length (x) }

apply(titanicDS, 2, MissPercentage)

*PassengerId Survived Pclass Name Sex Age SibSp*

*0.00000 0.00000 0.00000 0.00000 0.00000 19.86532 0.00000*

*Parch Ticket Fare Cabin Embarked*

*0.00000 0.00000 0.00000 0.00000 0.00000*

**Process the missing value for ‘Age’.**

The next step will be to process the ‘Age’ for the missing value. There are various ways to do this for example- delete the observation, update with mean, median etc. In the current dataset, I have updated the missing values in ‘Age’ with mean. Following code updates the ‘Age’ with the mean and so we can see that there is no missing value in the dataset.

titanicDS$Age[is.na(titanicDS$Age)] = mean(titanicDS$Age, na.rm=TRUE)

apply(titanicDS, 2, MissPercentage)

*PassengerId Survived Pclass Name Sex Age SibSp*

*0 0 0 0 0 0 0*

*Parch Ticket Fare Cabin Embarked*

*0 0 0 0 0*

Now our data is data is ready to create the model. As a first step, we will split the data into testing and training observation. The data is split into 60-40 ratio and so there are 534 observation for training the model and 357 observation for evaluating the model.

set.seed(1)

row.number = sample(1:nrow(titanicDS), 0.6\*nrow(titanicDS))

train = titanicDS[row.number,]

test = titanicDS[-row.number,]

dim(train)

dim(test)

*[1] 534 12*

*[1] 357 12*

Next, I will apply the Logistic regression, LDA, and QDA on the training data.

**Logistic regression**

**Model1 – Initial model**  
We will make the model without PassengerId, Name, Ticket and Cabin as these features are user specific and have large missing value as explained above. From the ‘p’ value in ‘summary’ output, we can see that 4 features are significant and other are not statistically significant.

attach(train)

model1 = glm(factor(Survived)~.-PassengerId-Name-Ticket-Cabin, data=train, family=binomial)

summary(model1)

*Call:*

*glm(formula = Survived ~ . - PassengerId - Name - Ticket - Cabin,*

*family = binomial, data = train)*

*Deviance Residuals:*

*Min 1Q Median 3Q Max*

*-2.5574 -0.6004 -0.4153 0.6457 2.4888*

*Coefficients:*

*Estimate Std. Error z value Pr(>|z|)*

*(Intercept) 17.096211 535.411735 0.032 0.9745*

*Pclass -1.034114 0.184390 -5.608 2.04e-08 \*\*\**

*Sexmale -2.700038 0.260657 -10.359 < 2e-16 \*\*\**

*Age -0.042137 0.009997 -4.215 2.50e-05 \*\*\**

*SibSp -0.299700 0.137998 -2.172 0.0299 \**

*Parch -0.103531 0.158715 -0.652 0.5142*

*Fare 0.001456 0.003057 0.476 0.6338*

*EmbarkedC -11.784667 535.411333 -0.022 0.9824*

*EmbarkedQ -12.065422 535.411436 -0.023 0.9820*

*EmbarkedS -12.460293 535.411309 -0.023 0.9814*

*---*

*Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1*

*(Dispersion parameter for binomial family taken to be 1)*

*Null deviance: 706.29 on 533 degrees of freedom*

*Residual deviance: 469.52 on 524 degrees of freedom*

*AIC: 489.52*

*Number of Fisher Scoring iterations: 12*

**Model 2 – Remove the less significant feature.**  
As a next step, we will remove the less significant features from the model and we can see that out of 11 feature, 4 features are significant for model building.

#Remove Not significant features.

model2 = update(model1, ~.-Parch-Fare-Embarked)

summary(model2)

*Call:*

*glm(formula = Survived ~ Pclass + Sex + Age + SibSp, family = binomial,*

*data = train)*

*Deviance Residuals:*

*Min 1Q Median 3Q Max*

*-2.6418 -0.6356 -0.4139 0.6333 2.4329*

*Coefficients:*

*Estimate Std. Error z value Pr(>|z|)*

*(Intercept) 5.002039 0.603327 8.291 < 2e-16 \*\*\**

*Pclass -1.118165 0.153275 -7.295 2.98e-13 \*\*\**

*Sexmale -2.707990 0.249324 -10.861 < 2e-16 \*\*\**

*Age -0.041017 0.009798 -4.186 2.83e-05 \*\*\**

*SibSp -0.343279 0.131866 -2.603 0.00923 \*\**

*---*

*Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1*

*(Dispersion parameter for binomial family taken to be 1)*

*Null deviance: 706.29 on 533 degrees of freedom*

*Residual deviance: 476.91 on 529 degrees of freedom*

*AIC: 486.91*

*Number of Fisher Scoring iterations: 5*

**Predict and get the accuracy of the model for training observation**  
The following dump shows the confusion matrix. Based on the confusion matrix, we can see that the accuracy of the model is 0.8146 = ((292+143)/534). Please note that we have fixed the threshold at 0.5 (probability = 0.5). It is possible to change the accuracy by fine-tuning the threshold (0.5) to a higher or lower value.

###Predict for training data and find training accuracy

pred.prob = predict(model2, type="response")

pred.prob = ifelse(pred.prob > 0.5, 1, 0)

table(pred.prob, Survived)

*Survived*

*pred.prob 0 1*

*0 292 57*

*1 42 143*

**Predict and get the accuracy of the model for test observation**  
Below we will predict the accuracy for the ‘test’ data, split in the first step in 60-40 ratio. Test data accuracy here is 0.7927 = (188+95)/357

##Predict for test Data and find the test accuracy.

attach(test)

pred.prob = predict(model2, newdata= test, type="response")

pred.prob = ifelse(pred.prob > 0.5, 1, 0)

table(pred.prob, Survived)

*Survived*

*pred.prob 0 1*

*0 188 47*

*1 27 95*

**LDA Model**

We will use the same set of features that are used in Logistic regression and create the LDA model. The model has the following output as explained below:

Prior probabilities of groups – This defines the prior probability of the response classes for an observation. This shows 36.14 % of the people survived and 63.8 % of people did not survive.  
Group Means – This defines the mean value (µk) for response classes for a particular X=x. This indicates means values of different features when they fall to a particular response class. For example, we see a clear difference between the proportion of male (0.851 vs 0.31) for their survival class. The more the difference between mean, the easier it will be to classify observation.  
Coefficients of the linear discriminants – This defines the coefficient of the linear equation that is used to classify the response classes. Note that in this model there are only two response classes and so there will be only one set of coefficients (LD1).

attach(train)

lda.model = lda (factor(Survived)~factor(Pclass)+Sex+Age+SibSp, data=train)

lda.model

*lda.model*

*Call:*

*lda(factor(Survived) ~ factor(Pclass) + Sex + Age + SibSp, data = train)*

*Prior probabilities of groups:*

*0 1*

*0.6254682 0.3745318*

*Group means:*

*factor(Pclass)2 factor(Pclass)3 Sexmale Age SibSp*

*0 0.1736527 0.6736527 0.8413174 30.27826 0.5538922*

*1 0.2200000 0.3750000 0.3100000 27.87822 0.4900000*

*Coefficients of linear discriminants:*

*LD1*

*factor(Pclass)2 -0.87213055*

*factor(Pclass)3 -1.51560320*

*Sexmale -2.14322979*

*Age -0.02670928*

*SibSp -0.19986406*

As the next step, we will find the model accuracy for training data. Here we get the accuracy of 0.8033. This is little better than the Logistic Regression.

##Predicting training results.

predmodel.train.lda = predict(lda.model, data=train)

table(Predicted=predmodel.train.lda$class, Survived=Survived)

*Survived*

*Predicted 0 1*

*0 290 61*

*1 44 139*

The below plot shows how the response class has been classified by the LDA classifier. The X-axis shows the value of line defined by the co-efficient of linear discriminant for LDA model. The two groups are the groups for response classes.

ldahist(predmodel.train.lda$x[,1], g= predmodel.train.lda$class)

Gives this plot:  
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Now we will check for model accuracy for test data 0.7983

attach(test)

predmodel.test.lda = predict(lda.model, newdata=test)

table(Predicted=predmodel.test.lda$class, Survived=test$Survived)

*Survived*

*Predicted 0 1*

*0 189 46*

*1 26 96*

The below figure shows how the test data has been classified. The Predicted Group-1 and Group-2 has been colored with actual classification with red and green color. The mix of red and green color in the Group-1 and Group-2 shows the incorrect classification prediction.

par(mfrow=c(1,1))

plot(predmodel.test.lda$x[,1], predmodel.test.lda$class, col=test$Survived+10)

Gives this plot:  
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**QDA Model**

Next we will fit the model to QDA as below. The equation is same as LDA and it outputs the prior probabilities and Group means. Please note that ‘prior probability’ and ‘Group Means’ values are same as of LDA.

attach(train)

qda.model = qda (factor(Survived)~factor(Pclass)+Sex+Age+SibSp, data=train)

qda.model

*> qda.model*

*Call:*

*qda(factor(Survived) ~ factor(Pclass) + Sex + Age + SibSp, data = train)*

*Prior probabilities of groups:*

*0 1*

*0.6254682 0.3745318*

*Group means:*

*factor(Pclass)2 factor(Pclass)3 Sexmale Age SibSp*

*0 0.1736527 0.6736527 0.8413174 30.27826 0.5538922*

*1 0.2200000 0.3750000 0.3100000 27.87822 0.4900000*

In the next step, we will predict for training and test observation and check for their accuracy. Here training data accuracy: 0.8033 and testing accuracy is 0.7955.

##Predicting training results.

predmodel.train.qda = predict(qda.model, data=train)

table(Predicted=predmodel.train.qda$class, Survived=Survived)

*Survived*

*Predicted 0 1*

*0 269 44*

*1 65 156*

##Predicting test results.

attach(test)

predmodel.test.qda = predict(qda.model, newdata=test)

table(Predicted=predmodel.test.qda$class, Survived=test$Survived)

*Survived*

*Predicted 0 1*

*0 179 36*

*1 36 106*

The below figure shows how the test data has been classified using the QDA model. The Predicted Group-1 and Group-2 has been colored with actual classification with red and green color. The mix of red and green color in the Group-1 and Group-2 shows the incorrect classification prediction.

par(mfrow=c(1,1))

plot(predmodel.test.qda$posterior[,2], predmodel.test.qda$class, col=test$Survived+10)

Gives this plot:  
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**Conclusion**

LDA and QDA work well when class separation and normality assumption holds true in the dataset. If the dataset is not normal then Logistic regression has an edge over LDA and QDA model. Logistic regression does not work properly if the response classes are fully separated from each other. In general, logistic regression is used for binomial classification and in case of multiple response classes, LDA and QDA are more popular.
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